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Outline
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The LHC has enormous potential to discover new physics, but it also 
poses many challenges
‣ experimental: complicated detectors, enormous backgrounds, etc.
‣ theoretical: complex final states with important QCD effects
‣ strategical: how to search for it, how do we interpret it

I will discuss some new ideas for searches for new physics
‣ discuss their pros and cons
‣ and introduce what may be new ideas

I am not trying to convince you that I have the solution
‣ instead, I will try to stimulate discussion
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Simple vs. Complex Models
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TeV-scale SUSY gives qualitatively right cold dark matter. Detailed
calculation⇒ need enhanced annihilation. Use mSUGRA as guide
(qualitative picture — no mass scale):
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Coannihilation: Light τ̃1 in
equilibrium with χ̃01, so
annihilate via χ̃01τ̃1→ γτ.

Bulk: bino χ̃01; light !̃R
enhances annihilation.

Funnel: H,A poles enhance
annihilation for tanβ # 1.

Focus point: Small µ2, so
Higgsino χ̃01 annihilate.
Heavy s-fermions, so small
FCNC.
AATTLLAASS

-4- SUSY OverviewSimple model, 
one free parameter

Complex Model, 
many free parameters

Effectiveness of a given strategy depends on the complexity of the problem
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Simple Hypothesis Testing
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Once one specifies the Higgs mass, the Standard Model is 
completely predictive
‣ in statistics jargon this is called a simple hypothesis test 
‣ having a precise prediction for the signal is incredibly powerful, 

it lets you optimize your selection 

In particular, one can use multivariate analysis techniques
‣ this has grown increasingly popular in High Energy Physics in 

recent years
● Neural Networks, Decision Trees, etc. 

But let’s go back 80 years before we look into the future...
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The Neyman-Pearson Lemma
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The Neyman & Pearson’s Theory

In 1928-1938 Neyman & Pearson developed a theory in which one
must consider competing Hypotheses:

- the Null Hypothesis H0 (background only)

- the Alternate Hypothesis H1 (signal-plus-background)

Given some probability that we wrongly reject the Null Hypothesis

α = P (x /∈ W |H0)

Find the region W such that we minimize the probability of wrongly
accepting the H0 (when H1 is true)

β = P (x ∈ W |H1)

April 11, 2005

EFI High Energy Physics Seminar

Modern Data Analysis Techniques

for High Energy Physics (page 6)

Kyle Cranmer

Brookhaven National Laboratory
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The Neyman-Pearson Lemma

The region W that minimizes the probability of wrongly accepting
the H0 is just a contour of the Likelihood Ratio:

L(x|H0)

L(x|H1)
> kα

This is the goal!

The problem is we don’t have access to L(x|H0) & L(x|H1)

April 11, 2005

EFI High Energy Physics Seminar

Modern Data Analysis Techniques

for High Energy Physics (page 7)

Kyle Cranmer

Brookhaven National Laboratory

The Neyman-Pearson Lemma
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Modern Data Analysis Techniques
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Kyle Cranmer

Brookhaven National Laboratory

The Neyman-Pearson Lemma

Prediction via Monte Carlo Simulation

The enormous detectors are still being constructed, but we have detailed
simulations of the detectors response.

L(x|H0) =
W

W

H
µ+

µ−

⊕

The advancements in theoretical predictions, detector simulation, tracking,
calorimetry, triggering, and computing set the bar high for equivalent
advances in our statistical treatment of the data.

September 13, 2005

PhyStat2005, Oxford
Statistical Challenges of the LHC (page 6) Kyle Cranmer

Brookhaven National Laboratory
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Matrix Element Techniques
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November 8, 2006 Daniel Whiteson/Penn

Calculation

For each event, calculate differential cross-section:

Matrix
 Element

Transfer 
Functions

Phase-space 
Integral

Only partial information available
Fix measured quantities
Integrate over unmeasured parton quantities

Instead of using generic machine learning algorithms, some 
members of the Tevatron experiments are starting to attack this 
convolution numerically

Prediction via Monte Carlo Simulation

The enormous detectors are still being constructed, but we have detailed
simulations of the detectors response.

L(x|H0) =
W

W

H
µ+

µ−

⊕

The advancements in theoretical predictions, detector simulation, tracking,
calorimetry, triggering, and computing set the bar high for equivalent
advances in our statistical treatment of the data.

September 13, 2005

PhyStat2005, Oxford
Statistical Challenges of the LHC (page 6) Kyle Cranmer

Brookhaven National Laboratory

November 8, 2006 Daniel Whiteson/Penn

Data
20 example events…

November 8, 2006 Daniel Whiteson/Penn

Measurement!

Mt = 164.5 ± 3.9 stat ± 3.9syst GeV/c2

L = 350 pb-1 

Phys. Rev. Lett             96, 152002 (2006)
Phys. Rev. D                 Accepted (2006)
Thesis, A. Kovalev     Penn (2005)

L= 1000 pb-1 

Thesis, B. Jayatilaka  Michigan, 2006
Phys. Rev. Lett,            In preparation
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Matrix Element Techniques
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About 2 years ago, I realized that phenomenologists doing 
sensitivity studies can use the Neyman-Pearson lemma directly
‣ directly integrate likelihood ratio
‣ model detector effects with transfer functions

● numerically much easier than experimental situation because 
one generates hypothetical data

‣ just as one computes a cross-section for a new signal, one can 
compute a maximum significancePrediction via Monte Carlo Simulation

The enormous detectors are still being constructed, but we have detailed
simulations of the detectors response.

L(x|H0) =
W

W

H
µ+

µ−

⊕

The advancements in theoretical predictions, detector simulation, tracking,
calorimetry, triggering, and computing set the bar high for equivalent
advances in our statistical treatment of the data.

September 13, 2005

PhyStat2005, Oxford
Statistical Challenges of the LHC (page 6) Kyle Cranmer

Brookhaven National Laboratory
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H→μμ at the LHC?
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H → µµ at the LHC!?

In hep-ph/0107180, Tilman Plehn and David Rainwater investigated the potential of VBF
H → µµ to measure Yukawa coupling to second-generation fermions at LHC.

Even with 300 fb−1, best cuts only achieve 1.8σ significance for MH = 120 GeV.

However, they note several other variables with discriminating power:
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They suggested the use of Neural Networks or some multivariate algorithm

Tao Han & Bob McElrath (hep-ph/0201023) included gluon fusion, still no discovery.

August 23, 2005

ALCWS, Snowmass, 2005

Higgs at the LHC & SLHC (page 17) Kyle Cranmer

Brookhaven National Lab
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Maximum Significance
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Multivariate Analysis &. Event Weighting (Cranmer & Plehn)

In addition to multivariate techniques , the most powerful search considers:
Likelihood of experiment = Π likelihood of each event

With basic cuts, only need to consider signal and irreducible backgrounds

W

W

H
µ+

µ−

Z

µ+

µ−

Phase Space:
2 for incoming quarks

+(3 × 4) for outgoing fermions
−4 for 4-momentum conservation
10 phase space dimensions

All other observables are a function of these. There is no
more information available.

Re-write Higgs, EW Z, & QCD Z MC generators to run on
same grid, sample same phase-space points

Changed Higgs width to 2.4 GeV to simulate mass res.

August 23, 2005

ALCWS, Snowmass, 2005

Higgs at the LHC & SLHC (page 18) Kyle Cranmer

Brookhaven National Lab

Incorporate experimental resolutions via nested 
integration, similar to “matrix element method” 
used for top mass measurement at TeVatron.

[Cranmer, Plehn EPJ C; hep-ph/0605268]
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Original cuts in hep-ph/0107180 give 
1.8σ / experiment for 300 fb-1

With our technique with Atlas estimated 
mass resolution, we achieve
3.2σ / experiment with 300 fb-1

Conclusion: the use of multivariate 
techniques & event weighting may make 
it possible to observe H→μμ at the LHC!

Recently held an “ultra-mini” workshop 
in Madison to bring together theorists 
and experimentalists working on these 
matrix-element techniques
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Figure 2: Muon invariant mass distribution for the signal and background with acceptance cuts only (upper curves) and after
a cut on the log–likelihood ratio q(!r) > −1.5 (lower curves). The curves illustrate that events with high q(!r) have an increased
signal purity and signal–like characteristics.

with a nested integration over the remaining degrees of freedom in the phase space. The latter include the unsmeared
(true) observables, as shown in Eq.(6), as well as the unobservable longitudinal component of neutrino momenta at a
hadron collider or the momentum of particles not passing the acceptance cuts.

We usually include detector effects by smearing all final state four-momenta; however, this can be computationally
inefficient. If we instead choose not to smear some of the observables, we must remain vigilant to insure that there
is no ‘back door’ through which four-momentum conservation together with unsmeared observables implicitly evade
smearing. We avoid this ‘back door’ explicitly in Eq.(6) by factorizing the basis of the phase space into orthogonal
components rm and r⊥.

After generalizing our method to smear multiple observables we can now incorporate reducible backgrounds,
i.e. background whose final–state configurations have more degrees of freedom than the signal. We simply pick a
set of observables that is common to all signal and background processes, and marginalize the additional background
degrees of freedom. Flavor tagging efficiencies and fake rates can be included in the event weights through M(!r). In
these scenarios, the interpretation of the resulting significance is more vague: it is the maximal significance given the
specified set of observables and the assumptions in the transfer and measurement functions.

E. Conclusions

We have described a way to compute the mathematically strict maximum significance for a set of signal and
(irreducible) background processes at the parton level. While our method does not include general detector effects,
we can smear a limited number of observables, like for example a mass resolution. Our method is based on the
Neyman–Pearson lemma and can be used to decide if a new physics search at high–energy colliders has a sufficiently
large discovery potential to justify a dedicated analysis. It can also be used to track the change in significance when
we build an analysis on a set of distributions and in a second step include detector effects.

We have then laid out a recipe for extending our analysis for example to incorporate a fast detector simulation —
at the expense of the mathematically strict claim of maximal significance. The next step will be to implement this
likelihood computation into a parton–level event generator with a simple and fast simulation of detector effects [21].

Weak–boson–fusion production of a Higgs boson with a subsequent decay to muons is the perfect showcase: it
suffers from very low signal rate and from the lack of distinctive signal and background distributions. A cut analysis
in Ref. [5] quotes a significance of 1.8 σ for 300 fb−1 for a single experiment. Applying our method we arrive at a
maximum significance of 3.54 σ. Higher–order QCD effects can be exploited using a minijet veto [4], which increases
the significance to ∼ 4.4 σ. This means that without a luminosity upgrade Atlas and CMS combined could be able
to observe the decay H → µµ.

4
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Figure 1: Normalized ρb(q) and ρs+b(q) distributions, corresponding to the full–experiment log–likelihood ratio in Eq.(2). These
distributions define the expected significance.

From Eq.(1) it is obvious how to include an experimental mass resolution: we replace the event weights (M dσ)
by the integral

(
M

∫
drm dσ W

)
and evaluate them over the smeared phase space {"r⊥, r∗m}. Because the random

numbers form a (minimal) basis for all final state configurations there is no ‘back door’ for the true (infinitely well
measured) mµµ to enter the likelihood calculation. A simple approximation incorporating the mµµ mass resolution
could be an increased physical Higgs width. It replaces the Gaussian smearing with a Breit–Wigner function; we
compare this method with the proper smearing procedure and find that the difference in the final results is small but
not negligible.

For all details of the signal and background simulation we refer to Ref. [5]. There, after very basic cuts the signal
cross section for a 120 GeV Higgs is 0.22 fb, hidden under 0.33 fb of electroweak Z production and 2.6 fb of QCD
Z production, where the Z decays into muons. All other backgrounds combined contribute less than 0.01 fb, which
allows us to neglect them.

To probe the likelihood ratio over the full phase space, we relax the cuts for a 120 GeV Standard Model Higgs
to mere acceptance cuts. All cross sections are finite, so the cut values have no effect on the likelihood we obtain.
Using 220 points we integrate over the final–state phase space projected onto the log–likelihood ratio q("r) according
to Eq.(4). The phase space points used for this integration are defined by the same grid we use for the integration
over the signal and background amplitudes described in Eq.(6); this way we can check the total rates to ensure that
the likelihood integration covers the entire phase space. For each phase space point we integrate over the true mµµ

as shown in Eq.(6), using a proper phase space mapping. Note that this internal integration does not have to use the
same grid for signal and background.

The resulting log–likelihood distributions ρb(q) and ρs+b(q) are shown in Fig. 1. From the background pdf we
extract the signal significance for an integrated luminosity of 300 fb−1 as 3.54 σ for CMS and 3.19 σ for Atlas. Note
that this significance does not include a minijet veto. Following Ref. [5] we can estimate the effect of a minijet veto,
which increases the significance to ∼ 4.4 σ for CMS. Survival probabilities for the veto neglect the pile-up effect, which
will degrade the enhancement in significance. Combining both experiments the significance even without a minijet
veto is 4.77 σ.

The most relevant kinematic distribution is the reconstructed Higgs mass mµµ. In the upper curves of Fig. 2 we
show it for signal and backgrounds without kinematic or likelihood cuts. The signal shows a smeared mass peak, while
the backgrounds are flat. To illustrate how the method isolates signal–rich phase space regions, we apply a likelihood
ratio cut q("r) > −1.5. Roughly a third of the signal events survive this cut, and each of the backgrounds are reduced
to a rate comparable to the signal. After the likelihood cut the backgrounds show the same kinematic features as the
signal, i.e. a peak in mµµ.

D. Detector Effects and Reducible Backgrounds

The procedure for incorporating detector smearing on observables described above is tailored for smearing of a few
observables, which are isolated in the phase space integration. Nevertheless, it is possible to generalize the smearing
procedure. In essence, a complete detector smearing requires an integration over a fixed set of experimental observables

hep-ph/0605268

H→μμ  Results
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Potential for a powerful pheno toolkit
Ideally, we could bring together all of these pieces in a more general 
purpose toolkit
‣ something like PGS to provide a library of transfer functions for 

each of the experiments
‣ something like MadEvent interfaced to this library of transfer 

functions
‣ a simple configuration language to indicate what observable the 

experiment is sensitive to, and which degrees of freedom should 
be integrated out

This could automate a substantial fraction of pheno studies and 
enrich them because the result is a formal upper-bound.
Need organized request for experiments to provide “official” 
transfer functions and/or fast simulation.

Requires an organized request for experiments to provide “official” 
transfer functions and/or fast simulation.

12
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Systematics, Systematics, Systematics
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Classification of Systematic Uncertainties
Taken from Pekka Sinervo’s PhyStat 2003 contribution

Type I - “The Good”
‣ can be constrained by other sideband measurements and can 

be treated as statistical uncertainties
● scale with luminosity

Type II - “The Bad”
‣ arise from model assumptions in the measurement or from 

poorly understood features in data or analysis technique
● don’t necessarily scale with luminosity
● eg: “shape” systematics

Type III - “The Ugly”
‣ arise from uncertainties in underlying theoretical paradigm 

used to make inference using the data
● a somewhat philosophical issue

14
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Example Sideband Measurement
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Figure 3. The signal-like region and sideband for H → γγ in
which τ is correlated to b via the model parameter a.

the likelihood function that provides the connection
between the nuisance parameter(s) and the auxiliary
measurements.

The most common choices for the likelihood of
the auxiliary measurement are L(y|b) = Pois(y|τb)
and L(y|b) = G(y|τb, σy), where τ is a constant that
specifies the ratio of the number of events one expects
in the sideband region to the number expected in the
signal-like region.d

A constant τ is appropriate when one simply
counts the number of events y in an “off-source” mea-
surement. In a more typical case, one uses the distri-
bution of some other variable, call it m, to estimate
the number of background events inside a range of
m (see Fig. 3). In special cases the ratio τ is inde-
pendent of the model parameters. However, in many
cases (e.g. f(m) ∝ e−am), the ratio τ depends on the
model parameters. Moreover, sometimes the side-
band is contaminated with signal events, thus the
background and signal estimates can be correlated.
These complications are not a problem as long as
they are incorporated into the likelihood.

The number of nuisance parameters and aux-
iliary measurements can grow quite large. For in-
stance, the standard practice at BaB̄ar is to form
very large likelihood functions that incorporate ev-
erything from the parameters of the unitarity tri-
angle to branching fractions and detector response.
These likelihoods are typically factorized into multi-

dNote that Linnemann19 used α = 1/τ instead, but in this
paper α is reserved for the rate of Type I error.

ple pieces, which are studied independently at first
and later combined to assess correlations. The fac-
torization of the likelihood and the number of nui-
sance parameters included impact the difficulty of
implementing the various scenarios considered below.

3 Practical and Toy Examples

In this Section, a few practical and toy examples are
introduced. The toy examples are meant to provide
simple scenarios where results for different methods
can be easily obtained in order to expedite their com-
parison. The practical examples are meant to ex-
clude methods that provide nice solutions to the toy
examples, but do not generalize to the realistic situ-
ation.

3.1 The Canonical Example

Consider a number-counting experiment that mea-
sures x events in the signal-like region and y events
in some sideband. For a given background rate b in
the signal-like region, say one can expect τb events
in the sideband. Additionally, let the rate of signal
events in the signal-like regions – the parameter of in-
terest – be denoted µ. The corresponding likelihood
function is

LP (x, y|µ, b) = Pois(x|µ + b) · Pois(y|τb). (14)

This is the same case that was considered in
Refs. 20,22,23,24 for x, y = O(10) and α = 5%.
For LHC searches, we will be more interested in
x, y = O(100) and α = 2.85 · 10−7. Furthermore, the
auxiliary measurement will rarely be a pure number
counting sideband measurement, but instead the re-
sult of some fit. So let us also consider the likelihood
function

LG(x, y|µ, b) = Pois(x|µ + b) · G(y|τb,
√

τb). (15)

As a concrete example in the remaining sections,
let us consider the case b = 100 and τ = 1. Opera-
tionally, one would measure y and then find the value
xcrit(y) necessary for discovery. In the language of
confidence intervals, xcrit(y) is the value of x nec-
essary for the 100(1 − α)% confidence interval in µ
to exclude µ0 = 0. In Sec. 4 we check the coverage
(Type I error or false-discovery rate) for both LP and
LG.

Linnemann reviewed thirteen methods and
eleven published examples of this scenario.19 Of the

ATLAS detector and physics performance Volume II

Technical Design Report 25 May 1999

680 19   Higgs Bosons

For an integrated luminosity of 100 fb!1, a Standard Model Higgs boson in the mass range be-
tween 105 GeV and 145 GeV can be observed with a significance of more than 5" by using the
H# $$ channel alone. Table 19-2 also contains the estimated significances of the H# $$ channel
for an integrated luminosity of 30 fb-1, corresponding to the first three years of LHC operation.
The significances at low luminosity have been evaluated by taking the resulting improvements
in mass resolution and background rejection into account. A signal in the $$ channel can only be
seen in this case with a significance of % 4" over a narrow mass range between 120 and 130 GeV.

The significances quoted in Table 19-2 are slightly higher than the ones given in the Technical
Proposal. The main reason for this is the removal of the so called pT-balance cut, which was ap-
plied in order to suppress bremsstrahlung background. Although without this cut the back-
ground increases, there is a net gain in the significance. Another reason is the slightly improved
mass resolution which is mainly due to a more sophisticated photon energy reconstruction, sep-
arating converted and non-converted photons. These gains are somewhat offset by the higher
reducible background.

As an example of signal reconstruction above background, Figure 19-4 shows the expected sig-
nal from a Higgs boson with mH = 120 GeV for an integrated luminosity of 100 fb-1. The H# $$

signal is clearly visible above the smooth $$ background, which is dominated by the irreducible
continuum of real photon pairs.

19.2.2.2 Associated production:WH, ZH and ttH

The production of the Higgs boson in association with aW or a Z boson or with a tt pair can also
be used to search for a low-mass Higgs boson. The production cross-section for the associated
production is almost a factor 50 lower than for the direct production, leading to much smaller
signal rates. If the associated W/Z boson or one of the top quarks is required to decay leptoni-
cally, thereby leading to final states containing one isolated lepton and two isolated photons, the
signal-to-background ratio can nevertheless be substantially improved with respect to the direct
production. In addition, the vertex position can be unambiguously determined by the lepton
charged track, resulting in better mass resolution at high luminosity than for the case of direct
H# $$ production.

Figure 19-4 Expected H # $$ signal for mH = 120 GeV and for an integrated luminosity of 100 fb-1. The signal

is shown on top of the irreducible background (left) and after subtraction of this background (right).
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Comparison of Various Statistical Methods

At PhyStat2005, I compared the most common statistical methods to incorporate
background uncertainty in significance calculation.
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Simple example where:
- sideband is same size as signal-like region
- truth = 100 background events

x = events in signal like region

y = sideband measurement = background es-
timate

lines = discovery criterion

Clearly the background uncertainty needs to
be incorporated

Large variation in discovery criterion (±15
events), and most give too many discoveries
when signal is absent

March 14, 2006

University of Pennsylvania Seminar

Higgs Searches at the LHC:

Challenges, Prospects, and Developments (page 37)

Kyle Cranmer

Brookhaven National Laboratory

Sideband used to extrapolate / interpolate the bkg. in signal region
Big differences between different methods: several methods breaking 
down for LHC conditions (large background uncertainty, high significance)
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Type II Systematics

Class II systematics generally due to 
uncertainty in shape of background
‣ this uncertainty is limiting factor in 
ttH(H→bb) analysis

‣ also relevant for H→ϒϒ
A huge amount of effort goes into 
identifying other measurements that 
can be used to estimate or constrain 
the background
‣ control samples are an important 
tool for experimentalists

16
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Figure 4. The bb invariant mass spectrum for tt̄H signal and
background processes at Atlas.

(Type I error or false-discovery rate) for both LP and
LG.

Linnemann reviewed thirteen methods and
eleven published examples of this scenario.19 Of the
published examples, only three (the one from his ref-
erence 18 and the two from 19) are near the range of
x,y, and α relevant for LHC searches. Linnemann’s
review asks an equivalent question posed in this pa-
per, but in a different way: what is the significance
(Z in Eq. 12) of a given observation x, y.

3.2 The LHC Standard Model Higgs Search

The search for the standard model Higgs boson is
by no means the only interesting search to be per-
formed at the LHC, but it is one of the most studied
and offers a particularly challenging set of channels
to combine with a single method. Figure 1 shows
the expected significance versus the Higgs mass, mH ,
for several channels individually and in combination
for the Atlas experiment.25 Two mass points are
considered in more detail in Tab. 1, including re-
sults from Refs.1,25,26. Some of these channels will
most likely use a discriminating variable distribu-
tion, f(m), to improve the sensitivity as described
in Sec. 2.3. I have indicated the channels that I sus-
pect will use this technique. Rough estimates on the
uncertainty in the background rate have also been
tabulated, without regard to the classification pro-
posed by Sinervo.

The background uncertainties for the tt̄H chan-
nel have been studied in some detail and separated
into various sources.26 Figure 4 shows the mbb mass

Box

Born

Mass (GeV)

!d 
  /

dM
 (p

b/
G

eV
)

Figure 5. Two plausible shapes for the continuum γγ mass
spectrum at the LHC.

spectrum for this channel.e Clearly, the shape of
the background-only distribution is quite similar to
the shape of the signal-plus-background distribution.
Furthermore, theoretical uncertainties and b-tagging
uncertainties affect the shape of the background-only
spectrum. In this case the incorporation of system-
atic error on the background rate most likely pre-
cludes the expected significance of this channel from
ever reaching 5σ.

Similarly, the H → γγ channel has uncertainty
in the shape of the mγγ spectrum from background
processes. One contribution to this uncertainty
comes from the electromagnetic energy scale of the
calorimeter (an experimental nuisance parameter),
while another contribution comes from the theoreti-
cal uncertainty in the continuum γγ production. Fig-
ure 5 shows two plausible shapes for the mγγ spec-
trum from “Born” and “Box” predictions.

4 Review of Methods

Based on the practical example of the standard
model Higgs search at the LHC and the discussion
in Sec. 2, the list of admissible methods is quite
short. Of the thirteen methods reviewed by Linne-
mann, only five are considered as reasonable or rec-
ommended. These can be divided into three classes:
hybrid Bayesian-frequentist methods, methods based
on the Likelihood Principle, and frequentist methods
based on the Neyman construction.

eIt is not clear if this result is in agreement with the equivalent
CMS result.27
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(Type I error or false-discovery rate) for both LP and
LG.
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erence 18 and the two from 19) are near the range of
x,y, and α relevant for LHC searches. Linnemann’s
review asks an equivalent question posed in this pa-
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RooStats Project
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Project spearheaded by Rene Brun 
and I to build a high-level statistics 
framework in ROOT based on top of 
RooFit (by Wouter Verkerke).
‣ Several examples already using 

multiple techniques for the same 
problem

‣ Provides an easier, more flexible 
way to combine results.

‣ Being developed by ATLAS, CMS, 
and ROOT team

Example of Profile Likelihood Ratio 
to take into account uncertainty on 
rate & shape
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A toy example of published results
A combination example

• Similar code for ‘CMS’ – p.d.f. is Voigtian + Exponential

!""!#$%&$'()**+,)**,-,)**,-./0-/01(2

! ! %& 34 +, 34 , , 34 , 5 /0 /01!""!#$%&$'()34**6+,)34**6,-,)34**6,-.5-./0-/01(2

!""!#$%&$'(734**6+,734**6,-,734**6,-089-08/-/01(2

!""!#$%&$'(634**6+,634**6,-,634**6,-0851(2(

!""&"4*:4$;(64*+,64*,-,64*,-)**-)34**6-734**6-634**61(2

% % +, % , , % , 1!""!#$%&$'(6%"<#+,6%"<#,-,6%"<#,-.08=-./00-/1(2

!"">?<";#;:4$%(@A*+,@A*,-,@A*,-)**-6%"<#1(2

!""!#$%&$'(;34**6+,;34**6,-,;34**6,-B00-.B008-/000081(2

!""!#$%&$'(;CA*+,;CA*,-,;CA*,-B000-08-/000081(2

!""DEEFEG()"E#%+,)"E#%,-,)"E#%,-!""D'*H46:+64*-@A*1-!""D'*H46:+;34**6-;CA*11(2

!""I$:$J#:K(E$:$(L()"E#%8*#;#'$:#+)**-MN)>O#;:6+=0001-M$)#+,E$:$,11(2

)"E#%8G4:P"+KE$:$->?:#;E#E+1-Q4;"6+ARDHJ>11(2

!""MHH&$'(;%%+S;%%T-T;%%T-)"E#%-KE$:$->?:#;E#E+11(2

!""#"$%&'()*+),&-.),&./.),&.0+1

),&23,'"$4-,"5*60+1

),&23,'"$4-75(4(0+1

),&23,'"$4-8660+1

),&29$384-0+1

Wouter Verkerke, NIKHEF 

:;36*+<-.),&2$""4./.!=>!=?:=.0+1
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Combining Results: An Example

19

A combination example

• Combining ‘ATLAS’ and ‘CMS’ result from persisted 
workspaces

!"#$%&'(')'*%+'!"#$%,-./$.01233/-4'5

633732809.:%'&./$.0')'(;<=%/,-./$.0-4'5

Read ATLAS
workspace

!"#$%&'(')'*%+'!"#$%,-:>01233/-4'5

633732809.:%'&:>0')'(;<=%/,-:>0-4'5

Read CMS
workspace

633?@@#/#3*'*$$A3>B#,-*$$A3>B#-C-*$$'ADEF?!G?E-C
633?2HE%/,&:>0;<(I*:/#3*,J*$$K4C&./$.0;<(I*:/#3*,J*$$K444'5

Construct
combined LH

633L23(#$%GG'9$$A3>B#,-9$$A3>B#-C-9$$-C*$$A3>B#C&./$.0;<M.2,->N#HH0-44'5

Construct
profile LH
in mHiggs

633L$3/&'>(2.>%')'./$.0;<M.2,->N#HH0-4;<(2.>%,;O1PC;Q1P4'5

./$.0;<(I*:/#3*,J*$$K4;<9$3/R*,>(2.>%44'5

:>0;<(I*:/#3*,J*$$K4;<9$3/R*,>(2.>%4CG#*%E/S$%,8T.0U%@44'5

9$$A3>B#19$3/R*,>(2.>%CG#*%A3$32,86%@44'5

Plot
Atlas,CMS,
combined
profile LH

Wouter Verkerke, NIKHEF 

>(2.>%;<T2.+,4'5'VV'2%0I$/'3*'*%W/'0$#@%
profile LH

A combination example
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Wouter Verkerke, NIKHEF 
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Beyond the Standard Model
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The Landscape
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The Challenge of BSM Searches

There are huge number of models to consider (or to ignore)
‣ some of those models have several parameters and describe very 

diverse phenomenology

This leads to a generic tradeoff between:
‣ powerful searches for more specific signatures, and
‣ less powerful, but more robust searches for generic signatures

If one does not have a clear idea of what the signal is, it is difficult 
to optimize an analysis
‣ formally the Neyman-Pearson lemma isn’t so helpful

● statistics jargon: no Universally Most Powerful test

22
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Current Approaches for Discovery
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Current Approaches for Discovery

Inclusive or “Quasi-Model Independent” Searches:
! look at distribution of some observable like Meff

! used in ATLAS TDR, at H1 (hep-ex/0408044), at D/O (hep-ex/0006011)

! con: may not be sensitive, neglects a lot of discriminating power

Dedicated Searches:
! look for evidence of some exclusive signature

! some analyses are very detailed (e.g. Higgs)

! con: time consuming, specific to a particular model

“Recycled” and Composite Searches:
! many SUSY Higgs searches just use SM cuts and scale σBR

(i.e. cuts are not optimal)

! combination between channels is powerful if done properly
(e.g. consistant assumptions, correlations, etc.)

March 31, 2005

Beyond the Standard Model Workshop

Automated Analysis Procedure for

High Dimensional Models (page 4)

Kyle Cranmer

Brookhaven National Laboratory
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Current Approaches for Discovery
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VBF H → ττ : Scientific Note Results

! Based on work of Rainwater, Zeppenfeld, Hagiwara, Plehn in 1999-2000

! Used fast simulation: 90% lepton efficiency, parametrized τ -id, etc.

! Possible discovery channel for MH = 115-140 GeV with 30 fb−1

! Dominated by irreducible Z → ττ background

! Published in: Eur. Phys. J., C 32 (2004) 19-54 & SN-ATLAS-2003-024

March 14, 2006

University of Pennsylvania Seminar

Higgs Searches at the LHC:

Challenges, Prospects, and Developments (page 27)

Kyle Cranmer

Brookhaven National Laboratory

Current Approaches for Discovery

Inclusive or “Quasi-Model Independent” Searches:
! look at distribution of some observable like Meff

! used in ATLAS TDR, at H1 (hep-ex/0408044), at D/O (hep-ex/0006011)

! con: may not be sensitive, neglects a lot of discriminating power

Dedicated Searches:
! look for evidence of some exclusive signature

! some analyses are very detailed (e.g. Higgs)

! con: time consuming, specific to a particular model

“Recycled” and Composite Searches:
! many SUSY Higgs searches just use SM cuts and scale σBR

(i.e. cuts are not optimal)

! combination between channels is powerful if done properly
(e.g. consistant assumptions, correlations, etc.)

March 31, 2005

Beyond the Standard Model Workshop

Automated Analysis Procedure for

High Dimensional Models (page 4)

Kyle Cranmer

Brookhaven National Laboratory
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The VBF H → ττ channel and Why It’s Important
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Plehn, Rainwater, Zeppenfeld hep-ph/9911385
Most powerful channel near LEP limit and very important for MSSM.

September 26, 2006

University of Rochester Seminar

Higgs Searches at the LHC:

Challenges, Prospects, and Developments (page 27)

Kyle Cranmer

Brookhaven National Laboratory

Current Approaches for Discovery

Inclusive or “Quasi-Model Independent” Searches:
! look at distribution of some observable like Meff

! used in ATLAS TDR, at H1 (hep-ex/0408044), at D/O (hep-ex/0006011)

! con: may not be sensitive, neglects a lot of discriminating power

Dedicated Searches:
! look for evidence of some exclusive signature

! some analyses are very detailed (e.g. Higgs)

! con: time consuming, specific to a particular model

“Recycled” and Composite Searches:
! many SUSY Higgs searches just use SM cuts and scale σBR

(i.e. cuts are not optimal)

! combination between channels is powerful if done properly
(e.g. consistant assumptions, correlations, etc.)

March 31, 2005

Beyond the Standard Model Workshop

Automated Analysis Procedure for

High Dimensional Models (page 4)

Kyle Cranmer

Brookhaven National Laboratory
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Model-Independent Searches

24

Model Independent: Bump Hunters

The H1 General Search and Sleuth are both “bump hunters”
with statistically meaningful results
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H1 General Search - M

Look in data for region with
biggest discrepancy from data.

Repeat many toy experiments
based on Standard Model predic-
tions to estimate chance of a dis-
crepancy of that size.

See
- D/O (hep-ex/0006011)
- H1 (hep-ex/0408044)

April 11, 2005

EFI High Energy Physics Seminar

Modern Data Analysis Techniques

for High Energy Physics (page 38)

Kyle Cranmer

Brookhaven National Laboratory
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The Trials Factor

25

Even in simple situations like the Higgs search, there are 
complications from sliding mass window
‣ ~1 GeV mass resolution over a ~500 GeV mass range
‣ lots of chances to observe a fluctuation
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The Trials Factor
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Even in simple situations like the Higgs search, there are 
complications from sliding mass window
‣ ~1 GeV mass resolution over a ~500 GeV mass range
‣ lots of chances to observe a fluctuation
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Correcting for The Trials Factor

26

6

Significance in HEP searches
5 sigma ?

e.g. from Frodesen,Skjeggestad,Tofte (1978)

!"#$%&''&()*+$*,-.#/0$122'3$4&$4"#$3#1/$56768

94&41'$*,-.#/$&%$#:#*40$-#10,/#;8$<=5>?@$

9 1:#/1+#$*,-.#/$&%$-100$A&-.)*14)&*$2#/$#:#*48$5B$

9 *,-.#/$&%$A&-.)*14)&*$)*$#1A"$")04&+/1-- C>>>$

9 *,-.#/$&%$.)*0$2#/$")04&+/1-- 8$D>$

!")0$+):#0$1*$#04)-14#;$*,-.#/$&%$.)*$2#/$3#1/

#E,1'$4&$<=5>?@=5B=D>FC>>>$G$D=5>?B$.)*0F2#/$3#1/H

I)*A#$4"#$2/&.H$&%$1$2&0)4):#$%',A4,14)&*$&%$-)*,- D$0)+-1$)0$CH<=5>?9B$)*$

1*3$&%$4"#0#$.)*0$(#$-,04$#J2#A4$1$4&41'$&%$122/&JH$5C$&AA,/1*A)#0

2#/$3#1/$&%$#%%#A40$&%$14$'#104$%&/$D$0)+-1$)*$-1+*)4,;#H$

!")0$#J1-2'#$)'',04/14#0$("3$)4$"10$.#A&-#$A,04,-1/3 4&$/#E,)/#

B$&/$-&/#$041*;1/;$;#:)14)&*0$KH

5 sigma definition has to do with a guess of total number of tes5 sigma definition has to do with a guess of total number of tests made in HEP ts made in HEP 

(not realistic anymore if algorithms can do the testing)(not realistic anymore if algorithms can do the testing)

Attempt to correct for trails factor by adjusting Nσ discovery 
threshold, referred to as a Bonferroni-type correction
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Thousands of eager experimentalists

27
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False Discovery Rate
Introduced by  Benjamini & 
Hochberg (1995)

Consider the possible outcomes:

Define False Discovery Rate as

28
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Controlling the False Discovery Rate

in Astrophysical Data Analysis

Christopher J. Miller

Dept. of Physics, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh, PA-15213

Christopher Genovese

Dept. of Statistics, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh, PA-15213

Robert C. Nichol

Dept. of Physics, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh, PA-15213

Larry Wasserman

Dept. of Statistics, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh, PA-15213

Andrew Connolly

Dept. of Physics & Astronomy, University of Pittsburgh, 3941 O’Hara Street, Pittsburgh,
PA-15260

Daniel Reichart

Dept. of Astronomy, CalTech, 1201 East California Blvd, Pasadena, CA-91125

Andrew Hopkins

Dept. of Physics & Astronomy, University of Pittsburgh, 3941 O’Hara Street, Pittsburgh,
PA-15260

Jeff Schneider, Andrew Moore

School of Computer Science, Carnegie Mellon University, 5000 Forbes Ave., Pittsburgh,
PA-15213

ABSTRACT

The False Discovery Rate (FDR) is a new statistical procedure to control
the number of mistakes made when performing multiple hypothesis tests,

i.e. when comparing many data against a given model hypothesis. The key
advantage of FDR is that it allows one to a priori control the average fraction

of false rejections made (when comparing to the null hypothesis) over the total
number of rejections performed. We compare FDR to the standard procedure of

rejecting all tests that do not match the null hypothesis above some arbitrarily
chosen confidence limit, e.g. 2σ, or at the 95% confidence level. We find a

– 7 –

propensity for making false discoveries but as a result tend to miss many real detections.
These two methods represent the opposite extremes. Naive and 3σ multiple testing are the
typical methods of choice in astrophysical data analysis, but although the latter is more

stringent, both suffer the same fate when the number of tests is large. With the vast data
sets being acquired today, this is a common and potentially severe problem. Methods that

control the False Discovery Rate, described in the next section, are intermediate between
these extremes. These methods adapt to the size of the data to give control of false

discoveries comparable to the fixed threshold methods while maintaining good power.

3. The FDR Method

The solution that we put forward in this paper is the False Discovery Rate (FDR)

method due to Benjamini & Hochberg (1995). FDR improves on existing methods for
multiple testing: it has higher power than Bonferroni, it controls errors better than the

naive method, and it is more adaptive than the 3σ method. Moreover, the FDR method
controls a measure of error that is more scientifically relevant than other multiple testing

procedures. Specifically, naive testing controls the fraction of errors among those tests for
which the null hypothesis is true whereas FDR controls the fraction of errors among those
tests for which the null hypothesis is rejected. Since we do not know a priori the number

of true null hypotheses but we do know the number of rejections, the latter is easier to
understand and evaluate.

Suppose we perform N hypothesis tests. We can classify these tests into four categories
as follows, according to whether the null hypothesis is rejected and whether the null

hypothesis is true:

Reject Null Maintain Null

Null True N
reject

null true
N

maintain

null true
N

null true

Null False N
reject

null false
N

maintain

null false
N

null false

N reject Nmaintain N

Table 1. Summary of outcomes in multiple testing.

The columns in Table 1 are the results of our testing procedure (in which we either maintain

– 8 –

or reject a test). The rows in Table 1 are the true numbers of source (null false) and

background (null true) pixels. For example, N
reject

null true
is the number of false discoveries,

N
reject

null false
is the number of correct discoveries, N

maintain

null true
is the number of correctly maintained

hypotheses, and N
maintain

null false
is the number of falsely maintained hypotheses. We thus define

the false discovery rate FDR to be

FDR =

N
reject

null true

N reject
=

N
reject

null true

N
reject

null true
+ N

reject

null false

,

where FDR is taken to be 0 if there are no rejections. This is the fraction of rejected
hypotheses that are false discoveries. In contrast to Bonferroni, which seeks to control the

chance of even a single false discovery among all the tests performed, the FDR method
controls the proportion of errors among those tests whose null hypotheses were rejected.

Thus, FDR attains higher power by controlling the most relevant errors.

We first select an 0 ≤ α ≤ 1. The FDR procedure described below guarantees3 that

〈FDR〉 ≤ α. (1)

In contrast, the naive and 3σ multiple testing procedures guarantee that

〈PFD〉 = α,

where PFD (“Proportion of False Discoveries”) equals N
reject

null true
/N and where, for instance,

α = 0.05 for a 2σ cutoff and α = 0.01 for a 3σ cutoff. Similarly, the Bonferroni method

guarantees that
〈AFD〉 ≤ α

where AFD (“Any False Discoveries?”) equals 1 if N
reject

null true
> 0 and 0 if N

reject

null true
= 0. The

expectations 〈· · ·〉 in all these expressions represent ensemble averages over replications of

3 More precisely, the procedure makes the stronger guarantee that 〈FDR〉 ≤ α · N
null true

/N , where the

right-hand side is always ≤ α. If the test statistic has a continuous distribution, the first inequality is also
an equality.

In contrast to Bonferroni, which seeks to control the chance of even a 
single false discovery among all the tests performed, the FDR method 
controls the proportion of errors among those tests whose null 
hypotheses were rejected. 
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Select desired limit q on Expectation(FDR)   
• α is not specified: the method selects it

Sort the p-values, p1 ≤ p2 ≤  ... ≤ pN

• Let r be largest j such that

Reject all null hypotheses 
corresponding to p1, ... , pr.

 i.e. Accept as signal
Those r “discoveries” should have q×r false 
discoveries (on average)

Proof this works is not obvious!

If searches are correlated

JRSS-B (1995) 57:289-300

p(i)

i/m
q(i/m)

p-
va

lu
e

0 1

0
1

q ~ .15

Description from Linnemann
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the data. Note that, like any statistical procedure, all these methods control an ensemble
average; they do not guarantee that the realized value is less than α on any one data
analysis.

The FDR procedure is as follows. We first select an 0 ≤ α ≤ 1. Let P1, . . . , PN denote

the p-values from the N tests, listed from smallest to largest. Let

d = max
{

j : Pj <
jα

cNN

}

,

where cN is a constant defined below. Now reject all hypotheses whose p-values are less
than or equal to Pd. Note that every null hypothesis with Pj less than Pd is rejected even if

Pj is not less than jα/(cNN). Graphically, this procedure corresponds to plotting the Pjs
versus j/n, superimposing the line through the origin of slope α/cN , and finding the last

point at which Pj falls below the line.

When the p-values are based on statistically independent tests, we take cN = 1. If the
tests are dependent, we take

cN =
N

∑

i=1

1

i
.

Note that in the dependent case, cN only increases logarithmically with the number of tests.

The fact that this procedure guarantees that (Eqn. 1) holds is not obvious. For the
somewhat technical proof, the reader is referred to Benjamini & Hochberg (1995) and

Benjamini & Yekutieli (1999). We give a heuristic argument for a special case in Appendix
A. We also provide a simple step-by-step tutorial and sample code that may be easily

implemented in Appendix B

4. Simulation Comparison of FDR to Other Methods

Consider a stylized version of the source detection problem with a 1,000 by 1,000 image
where the measurement at each pixel follows a Gaussian distribution. For simplicity, we
assume here that each source is a single pixel and thus the pixels are uncorrelated, though

we return to this issue in Section 5.2. We assume that the distribution for background pixels
has a mean µback = 1000 and a standard deviation σback = 300, and that the distribution

for source pixels has a mean µsource = 2000 and a standard deviation σsource = 1000. We
perform a test at each of the N = 1, 000, 000 pixels. We use 960,000 background pixels and

40,000 source pixels. The null hypothesis for pixel i is that it is a background pixel; the
alternative hypothesis for pixel i is that it is a source pixel. The p-value for pixel i is the
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Quaero

Bruce Knuteson has developed an
automated analysis procedure called
Quaero.

Vista is a related tool for comparing
data to Standard Model predictions

D /O results published in Phys. Rev.
Lett. 87, 231801 (2001)

Given signal and background Monte
Carlo, Quaero constructs a set of cuts
tailored to the signal.

I applied this technique to Aleph’s
LEP2 data in order to assess the
method for the LHC environment

April 11, 2005

EFI High Energy Physics Seminar

Modern Data Analysis Techniques

for High Energy Physics (page 41)

Kyle Cranmer

Brookhaven National Laboratory

The question for Quaero@LHC is 
how long it will take before it will 
be useful (eg. to understand bkg)
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Comments on Quaero

Nice Features:
! automatically spans final states & combines results

! tuned for the model point in question

! systematic errors and can be incorporated

Requires:
! sample of reconstructed signal events

! a reasonable sample of background events in the signal-like region

Biggest Challenges:
! creating a general-purpose background Monte Carlo (that you believe)

! creating a fast-simulation for the signal events (that you believe)

! estimating systematics for the entire phase-space (that you believe)

Ways to Improve on the Current Quaero Implementation:
! streamline event format and storage, think of more extensible event data

! more modular structure (identify variables → optimize cuts → final result)

! high-level API for automated Quaero submissions and result processing

March 31, 2005

Beyond the Standard Model Workshop

Automated Analysis Procedure for

High Dimensional Models (page 12)

Kyle Cranmer

Brookhaven National Laboratory
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Bard and Marmoset are two new tools aimed at 
the interpretation of a signal

‣ Bard: automated consideration of possible 
Feynman diagrammatic explanations

‣ Marmoset: A human-driven model building 
toolkit based on on-shell effective theories

Bard & MARMOSET

32

Bard
HEP-PH 0602101

Stephen Mrenna Preparing for Discovery



Kyle Cranmer (NYU) LHC New Physics Signatures, January 7, 2008

The Inverse Problem

33

Figure 1: The Inverse Map from LHC Observables to Theoretical Models. Given observed
signals for physics beyond the standard model, how can we determine the underlying theo-
retical model?

have discovered SUSY, or are the signals with trileptons and missing energy due to extra

dimensions with KK parity [15], or little Higgs theories with T -parity [16]? Despite some

recent studies [17, 18, 19, 20, 21, 22, 23, 24], not much systematic work has been done on

this “inverse” problem [25, 26]. Let’s suppose even that we are working in the context of

low-energy SUSY with minimal field content. Will we be able to determine even qualitative

properties of the spectrum? Can we, for instance, tell even roughly whether or not the gaug-

ino masses are consistent with GUT scale unification? Whether the LSP is a good candidate

for Dark Matter?

Instead of addressing this question, most of the work on collider phenomenology to date

has been done in the “forward” direction, studying the map from parameter or model space

into the space of observable collider signatures. The signals for a specific model are studied

in great detail, with the goal of seeing how well the parameters of the model can be mea-

sured or constrained. Often, many of the signals are tailor-made to the model at hand and

aren’t effective for other models, particularly not for the general case. To make the studies

tractable, they are usually performed within simplified models with very few parameters—in

the context of SUSY, for instance, these have been carried out with mSUGRA, gauge me-

diated and anomaly mediated SUSY breaking [27, 28, 29, 30, 31, 32, 33], for several recent

studies, see [34, 35, 36, 37, 38, 39, 40]. Presumably, the hope is that if enough models are

simulated in the forward direction, we will gain familiarity with the associated signals and

will be able to spot them if they arise at the LHC.

But the LHC inverse problem—studying the map from LHC signatures to weak scale

models as in figure 1—is more interesting, important and challenging. At a hadron collider,

it is difficult to directly measure masses and other properties of new particles, a problem

exacerbated in SUSY by the escaping LSPs carrying away missing energy. Plus, any signal
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Arkani-Hamed, Kane, Thaler, Wang [hep-ph/0512190]

In this paper, the authors consider
‣a 15-parameter SUSY model
‣1808 LHC observables
‣4302 parameter points
‣a Δχ2-like discriminant
‣Euclidean-like distance in 

parameter space

While studying the “inverse map”
‣ Found degeneracies among 

models
‣ Found “cliffs” (where a small 

change in the parameters 
leads to a large change in the 
signature) Figure 8: A cartoon showing how to count the expectation value for the number of de-

generacies and cliffs. Region G corresponds to “good pairs” of models that are close both
in parameter space and signature space. Region D correspond to pairs of models that are
degenerate, i.e. close in signature space but well separated in parameter space. Region C

corresponds to “cliffs”, where the distance between models in signature space is large despite
the models’ proximity in parameter space.

of degeneracies is not coming only from large error bars on individual parameters but also

from discrete choices in the SUSY spectrum.

So we see that the number of degeneracies is O(10 − 100) with the criteria we have

specified. We can get a rough idea of whether this number is in the right ballpark by

estimating the number of degeneracies in a different way. We have determined that there

are Nsig ∼ 3 × 106 possibly distinguishable MSSMs. We can also estimate the number of

“different” models Nmodels we have in our parameter space based on the parameter ranges

given in section 4.2. Assuming that LHC signatures are sensitive to gluino mass variations of

50 GeV, squark mass variations of 75 GeV, and electroweak-ino mass variations of 100 GeV,

then3

Nmodels ∼ 8 × 56 × 93 ∼ 108. (4)

Since Nmodels > Nsig, by the pigeonhole principle there must be degeneracies. Furthermore,

a rough estimate for the number should be

〈degeneracies〉 ∼
Nmodels

Nsig

∼ 30 (5)

which is indeed consistent with our first estimate using equation (3).
3These values are chosen by estimating the local variation in mass parameters from the (∆S2, ∆P 2) plots

in section 5.

10
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Information Geometry

Amari considered the Fisher Information Matrix gij as a metric on a

Manifold M parametrized by α:

gij(α) =

∫

dxfα(x)

[

∂ log fα(x)

∂αi

] [

∂ log fα(x)

∂αj

]

Example:
Consider Gaussians G(x; µ,σ) as a 2-d Manifold
parametrized by α = (µ,σ)

the geometry is isotropic and negatively curved

Natural Learning Rules correspond to geodesics

on the Manifold M .

Can lead to exponentially faster rates of convergence!

April 11, 2005

EFI High Energy Physics Seminar

Modern Data Analysis Techniques

for High Energy Physics (page 46)

Kyle Cranmer

Brookhaven National Laboratory

Information Geometry (Amari) equips model space with a 
“natural” metric.  
‣ invariant to reparametrization of observables
‣covariant to reparametrization of theory

Consider a Gaussian model with observable x 
and parameters µ,σ:
‣ forms 2-d model space
‣geometry is constant negative curvature
‣geometry provides geodesics, efficient 
sampling techniques, faster convergence, etc.
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Information Geometry of MSSM
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We could try to use
Information Geometry to
improve how we sample
the model space

An example use of Information Geometry for the MSSM:
! α = 105 model parameters

! x = measured mass spectrum

! fα(x) = probability to measure that spectrum given model parameters
(basicallly a multivariate Gaussian)

March 31, 2005

Beyond the Standard Model Workshop

Automated Analysis Procedure for

High Dimensional Models (page 19)

Kyle Cranmer

Brookhaven National Laboratory

It would be interesting to 
study the information 
geometry of MSSM

Provides a well-defined 
notion of “cliffs” and 
“valleys” 

Provides an efficient 
sampling
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Weak Boson Fusion H → ττ

  

j
j

H

!
! h

l

MissingET is the dominant experimental issue

Unexpected complications from finely seg-
mented calorimeter and noise suppression

Several GeV of bias in MissingET if one simply
cuts all cells with E < 2σnoise

Translates into bias on mττ

Complementarity of h → ττ and H → ττ al-
lows this channel to cover most of the MSSM
Higgs plane.
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LEP2: e+e"→Zh

LHC(40fb-1):
VV→H→## VV→h→##

Plehn, et. al hep-ph/9911385

August 23, 2005

ALCWS, Snowmass, 2005

Higgs at the LHC & SLHC (page 6) Kyle Cranmer

Brookhaven National Lab

As a baby-step, it would be interesting to try and re-map 
the MA-tanβ plane based on observables in Higgs sector
‣a useful learning exercise
‣would help speed up the current scans
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Allanach & Lester using sophisticated Markov-Chain Monte Carlo 
techniques to explore high-dimensional models (mSUGRA)
‣ conclusions are sensitive to the choice of prior

[hep-ph/0507283, hep-ph/0601089] 

‣What would you do with a 
likelihood map like this?

‣The full n-dimensional 
likelihood maps are 
available on the web

‣Topic of an “ultra-mini” 
workshop in Edinburgh
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Allanach, Cranmer, Lester, Weber: JHEP 08, 023 (2007), arXiv:0705.0487

parameters. As Cousins critiqued in his proceedings to this conference, the groups often use flat priors

in relatively high dimensions.

Recently, a similar analysis was performed with a more physically driven choice for the prior [37].

There, the authors considered the prior probability density for a given SUSY breaking scale MS :

p(m0,M1/2, A0, µ,B, sm|MS) = p(m0|MS) p(M1/2|MS) p(A0|MS) (11)

p(µ|MS) p(B|MS) p(sm),

assuming that the SM experimental inputs sm do not depend upon MS . A particular choice was made

relating the SUSY breaking scale MS and the parameters m0, M1/2, A0, by relating them to MS at the

“order of magnitude” level:

p(m0|MS) =
1√

2πw2m0

exp

(

−
1

2w2
log2(

m0

MS
)

)

. (12)

The parameters A0 and B are allowed to have positive or negative signs and values may pass through

zero, so a prior of a different form was used:

p(A0|MS) =
1√

2πe2wMS

exp

(

−
1

2(e2w)

A2
0

M2
S

)

, . (13)

Finally, since one does not know MS a priori, it was treated as a “hyper-parameter” and marginalized

giving

p(m0,M1/2, A0, µ,B) =

∫

∞

0
dMS p(m0,M1/2, A0, µ,B|MS) p(MS) (14)

=
1

(2π)5/2w5m0|µ|M1/2

∫

∞

0

dMS

M2
S

exp

[

−
1

2w2

(

log2(
m0

MS
) + log2(

|µ|
MS

)+

log2(
M1/2

MS
) +

w2A2
0

e2wM2
S

+
w2B2

M2
Se2w

)]

p(MS),

where p(MS) is the prior forMS itself, which was taken to be flat in the logarithm ofMS . The marginal-

isation overMS amounts to a marginalisation over a family of prior distributions, and as such constitutes

a hierarchical Bayesian approach. Fig. 1 whows a comparison between the results obtained with flat

priors (a) and those obtained with the hierarchical approach (b). As far as I am aware, Ref. [37] is the

first example of the use of hierarchical Bayesian techniques in particle physics.

4.3.2 Frequentist Approach

It is clear from Fig. 1 that the choice of prior has a large effect on the results obtained. In the sense

of “forecasting” what the LHC might see, the hierarchical approach is playing an important role by

injecting our physical insight and sharpening our focus. However, in terms of an experimental result the

dependence on prior is often seen as undesirable, and it is interesting to consider frequentist approaches.

The MCMC scans were performed in a four-dimensional parameter space, but the figures shown

two-dimensional projections. In the Bayesian approach, one marginalizes the unseen dimensions with

respect to the prior. A frequentist analysis would eliminate the unseen dimensions by maximization

instead of marginalization – eg. use the profile likelihood ratio. Figure ?? (c) shows the result of the

same analysis with the profile likelihood ratio. We see similar constraints, except that the tail at high

tan β up to larger values of m0 > 2 TeV has been suppressed in the profile. From the difference we

learn the following facts: in this high tan β-high m0 tail, the fit to data is less good than in other regions

of parameter space. However, it has a relatively large volume in unseen dimensions of parameter space,

which enhances the posterior probability in Fig. 1a. The difference between the two plots is therefore a
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Fig. 1: CMSSM fits marginalised in the unseen dimensions for (a) flat tan β priors, (b) the hierarchical prior with

w = 1. Figure (c) shows the result of the profile likelihood ratio, in which the unseen dimensions are evaluated at

their conditional maximum likelihood values Contours showing the 68% and 95% regions are shown in each case.

The posterior probability in each bin, normalised to the probability of the maximum bin, is displayed by reference

to the color bar on the right hand side of each plot.

good measure of the so-called “volume effect”. While one may argue that flat priors distort the inference

by pushing all the probability away from the origin, it is clear that the hierarchical priors had much more

of an effect on the inference (reflecting the fact that the data are not dominating the Bayesian inference).

Other groups have performed frequentist analyses of essentially the same problem, though without

the use of MCMC to scan the parameter space [38, 39]. In most cases the asymptotic distribution of

the profile likelihood ratio was used in constructing confidence intervals. Given the complexity of the

likelihood function, it is an open question if the asymptotic χ2 distributions provide good coverage

properties for these studies.

4.4 Information Geometry

Information Geometry is a synthesis of statistics and differential geometry. In essence information ge-

ometry equips model space with a “natural” metric that is invariant to reparametrization of observables,

m, and covariant to reparametrization of theoretical parameters, γ [40].

gij(γ) =

∫

dmf(m; γ)

[

∂ log f(m; γ)

∂γi

] [

∂ log f(m; γ)

∂γj

]

(15)

By equipping the space of the models with a metric, one can do many powerful things. It has been shown

in the context of machine learning that learning algorithms that take equal steps in this natural geometry

can converge exponentially faster than one that takes equal steps in the naive parameters of the learning

machine. In the context of experimental high energy physics, one can imagine that using Information

Geometry could make parameter scans significantly more efficient.

Information Geometry may play an even more useful role in theoretical analyses. For instance, the

authors of Ref. [32] considered a 15-dimensional supersymmetric model and an exhaustive list relevant

observables. The authors sought to analyze the structure of this space by finding degeneracies (ie. points

γa and γb where the observables are essentially unchanged) and “cliffs” (ie. regions where a small change

in γ gives rise to a large change in the observables). These questions could be addressed formally if one
had access to the metric gij(γ). Instead, their analysis used a rather ad hoc∆χ2-like discriminant for the

observables and a non-invariant Euclidean-like distance for the parameter space γ. While their results
seemed quite reasonable, and the degeneracies they found correspond to physically reasonable scenarios,

it would be a significant advance if such studies could be formalized.
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We report the results of a search for single isolated electrons of high transverse momentum at the ('I-RN ~p collider. 
Above 15 GeV/e, four events are found having large missing transverse energy along a direction opposite in azimuth to that 
of the high-p- l- electron. Both the configuration of the events and their number are consistent with the expectations from 
the process~+p ,W" +anything, withW - .e+v,  whereW' is the charged Intermediate Vector Boson postulated by the 

unified electroweak theory. 

1. I n t n ) d u c t i o n .  The very successful operation of 

the CERN ~p Collider at the end of  1982, with peak 

luminosities of  ~ 5  X 1028 cm -2  s - l  , has allowed the 

UA2 experiment to collect data corresponding to a 

total integrated luminosity of  ~ 2 0  nb 1. According 

to current expectations [1 ], these data should contain 

t Gruppo INI.N del l)ipartimento di Fisica dell'Universit:i di 

Perugia, Italy. 
2 Also at Scuola Normale Superiore, Pisa. It:,ly. 
3 On leave from Department of Physics, University of Califor- 

nia, Berkeley, CA, USA. 

approximately four events of  tile type 

+ p --+ W'  + anything 
r 

I ~ e + + u ( ~ ) ,  (1) 

where W" is the charged Intermediate Vector Boson 

(IVB) which mediates the weak interaction between 

charged currents [2]. In fact it was the search for such 

particles, and for the neutral IVB. the Z O, that moti- 

vated the transformation of  the CERN Super Proton 

Synchrotron (SPS) into a ~p collider operating at a 
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We report the results of two searches made on data recorded at the CERN SPS Proton-Antiproton Collider: one for 
isolated large-E T electrons, the other for large-E T neutrinos using the technique of missing transverse energy. Both searches 
converge to the same events, which have the signature of a two-body decay of a particle of mass ~ 80 GeV/c 2 . The topology 
as well as the number of events fits well the hypothesis that they are produced by the process ~ + p ~ W e + X, with W e 
-~ e -+ + v; where W e is the Intermediate Vector Boson postulated by the unified theory of weak and electromagnetic inter- 
actions. 

1 University of Wisconsin, Madison, Wl, USA. 
2 NIKHEF, Amsterdam, The Netherlands. 
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We report the observation of four electron-positron pairs and one muon pair which have the signature of a two-body 
decay of a particle of mass ~95 GeV/c 2. These events fit well the hypothesis that they are produced by the process p + p 

Z ° + X (with Z ° ~ ~+ + Q-), where Z ° is the Intermediate Vector Boson postulated by the electroweak theories as the 
mediator of weak neutral currents. 

1 University of Wisconsin, Madison, WI, USA. 
2 University of Kiel, Fed. Rep. Germany. 

3 NIKHEF, Amsterdam, The Netherlands. 
4 Visitor from the University of Liverpool, England. 
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From a search for electron pairs produced in ~p collisions at x/7 = 550 GeV we report the observation of eight events which 

we interpret as resulting from the process ~ + p ~ Z 0 + anything, followed by the decay Z 0 ~ e + + e- or Z ° -~ e + + e- + T, 
where Z 0 is the neutral Intermediate Vector Boson postulated by the unified electroweak theory. We use four of these 

events to measure the Z ° mass 

M z = 91.9 + 1.3 +- 1.4 (systematic) GeV/c z. 

1. I n t r o d u c t i o n .  The primary goal o f  the experi- 

mental  program at the CERN Fp Collider has been to 

search for the massive Intermediate  Vector  Bosons 

(IVB), which are postulated to mediate  the electro- 

weak interact ion [ 1 ]. 

i Gruppo INFN del Dipartimento di Fisica dell'Universitfi di 
Perugia, Italy. 

2 Also at Scuola Normale Superiore, Pisa, Italy. 
3 On leave from INFN, Pavia, Italy. 
4 On leave from Department of Physics, University of Calit'ornia, 

Berkeley, CA, USA. 
s On leave from Institute of Physics, University of Warsaw, 

Poland. 

The recent observat ion of  single isolated electrons 

with high transverse m o m e n t u m  in events with missing 

transverse energy [2,31 is consistent  with the process 

+ p ~ W e + anything,  fol lowed by lhe decay W'  --+ 

e + + u(u-), where W is the charged IVB. 

We report here the observat ion in tire UA2 detector  

o f  eight events which we interpret in terms of  the 

reaction 

+ p ~ Z 0 + anything 

~ + e + + e  o r e + + e  + 'y ,  ( I )  
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H. Jöstlein,12 S.Y. Jun,29 C.K. Jung,38 S. Kahn,3 J.S. Kang,18 R. Kehoe,30 M. Kelly,30

A. Kernan,7 L. Kerth,20 C.L. Kim,18 S.K. Kim,37 A. Klatchko,13 B. Klima,12

B.I. Klochkov,32 C. Klopfenstein,38 V.I. Klyukhin,32 V.I. Kochetkov,32 J.M. Kohli,31

D. Koltick,33 A.V. Kostritskiy,32 J. Kotcher,3 J. Kourlas,26 A.V. Kozelov,32

E.A. Kozlovski,32 M.R. Krishnaswamy,40 S. Krzywdzinski,12 S. Kunori,21 S. Lami,38

G. Landsberg,38 R.E. Lanou,4 J-F. Lebrat,36 J. Lee-Franzini,38 A. Leflat,24 H. Li,38 J. Li,41

Y.K. Li,29 Q.Z. Li-Demarteau,12 J.G.R. Lima,8 D. Lincoln,22 S.L. Linn,13 J. Linnemann,23

R. Lipton,12 Y.C. Liu,29 F. Lobkowicz,35 S.C. Loken,20 S. Lökös,38 L. Lueking,12

A.L. Lyon,21 A.K.A. Maciel,8 R.J. Madaras,20 R. Madden,13 I.V. Mandrichenko,32
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Observation of the Higgs Boson at 125 GeV

the ATLAS Collaboration

Excess in opposite-flavor, opposite-charge leptons 
associated with large missing transverse energy

the CMS Collaboration

- or -
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP/2000-138
November 13, 2000

Observation of an Excess in the Search

for the Standard Model Higgs Boson at ALEPH

The ALEPH Collaboration ∗)

Abstract

A search has been performed for the Standard Model Higgs boson in the data sample
collected with the ALEPH detector at LEP, at centre-of-mass energies up to 209 GeV. An
excess of 3σ beyond the background expectation is found, consistent with the production
of the Higgs boson with a mass near 114 GeV/c2. Much of this excess is seen in the
four-jet analyses, where three high purity events are selected.

(Submitted to Physics Letters B)

∗) See next pages for the list of authors.

Observation of the Higgs Boson at 125 GeV

the ATLAS Collaboration

Excess in opposite-flavor, opposite-charge leptons 
associated with large missing transverse energy

the CMS Collaboration

- or -
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TABLE II: Number of events observed in data and expected for background and reference signal (see text) at various stages of
the selection, with statistical and systematic uncertainties added in quadrature. Each row corresponds to a group of cuts, as
detailed in Table I.

Cut ee! selection µµ! selection µ±µ± selection eµ! selection
Data Backgrd. Signal Data Backgrd. Signal Data Backgrd. Signal Data Backgrd. Signal

I 33468 32000±3500 8.8±0.8 40489 40400±3100 7.7±0.9 201 235±22 1.7±0.2 2588 2600±290 8.9±0.7
II 3921 3990±470 6.2±0.6 12520 11750±710 6.1±0.7 125 110±12 1.3±0.1 2588 2600±290 8.9±0.7
III 46 45±12 4.0±0.4 135 182±38 3.3±0.4 7 5.7±1.6 0.93±0.17 95 95±11 4.2±0.3
IV 1 0.47±0.28 2.1±0.2 16 24±7 2.1±0.2 7 5.7±1.6 0.93±0.17 5 4.1±0.6 1.9±0.2
V 0 0.21±0.12 1.9±0.2 2 1.75±0.57 1.3±0.2 1 0.66±0.37 0.70±0.14 0 0.31±0.13 1.6±0.1

(∆R < 0.2). The distribution of the transverse momen-
tum p!3

T of the isolated track is shown in Fig. 2 for the
ee! selection. Except for WZ events, a third track in
background events generally originates from the under-
lying event or jets, and therefore tends to have very low
transverse momentum. WZ events are suppressed by re-
moving events where the third track and one of the iden-
tified leptons have an invariant mass m!1,2!3 consistent
with the Z boson mass MZ . For the µ±µ± selection,
backgrounds are low enough such that the requirement
of a third track is not needed. Instead, background from
WZ → µ±νµ±µ∓ is removed by vetoing events contain-
ing opposite-sign muons with an invariant mass close to
MZ . For the µµ! selection on the other hand, a sig-
nificant amount of multijet background remains; this is
reduced by requiring that the vectorial sum |ΣpT

| of "ET

and muon transverse momenta balances the transverse
momentum of the third track.

Finally, a combined cut on the product of "ET and p!3
T

(p!2
T for µ±µ±) has been found to optimally reduce the

remaining background, which tends to have both low "ET

and low p!3
T . The expected number of events for back-

ground and the reference signal defined above is summa-
rized in Table II at various stages of the selection. After
all cuts, the expected background is dominated by mul-
tijet background (66% and 53% for the µµ! and µ±µ±

selections, respectively) and di-boson backgrounds (80%
and 88% for ee! and eµ!).

The estimate for expected number of background and
signal events depends on numerous measurements that
each introduce a systematic uncertainty: integrated lumi-
nosity (6.5%), trigger efficiencies (1–2%), lepton identifi-
cation and reconstruction efficiencies (1–2%), jet energy
scale calibration in signal (< 4%) and background events
(7–20%), lepton and track momentum calibration (1%),
detector modeling (2%), PDF uncertainties (< 4%), and
modeling of multijet background (4–40%). The uncer-
tainties quoted in Table II in addition contain the statis-
tical uncertainty due to limited MC statistics, which is
the dominant uncertainty for backgrounds from W and
Z boson production.

As can be seen in Table II, the numbers of events ob-
served in the data are in good agreement with the ex-
pectation from standard model processes at all stages of

Chargino Mass (GeV)
100 105 110 115 120 125 130 135 140

 B
R

(3
l)

 (
p

b
)

!
) 

20
"#

1±
"# (

$

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 3l+X% 
0

2"
#±

1"
#Search for 

)2

0
"
#

)>M(l
~

); M(1

0
"
#

2M(&)2

0
"
#

M(&)1

±
"
#

M(

>0, no slepton mixingµ=3, 'tan

-1
DØ, 320 pb

LEP

3l-max

heavy-squarks

0
large-m

Observed Limit
Expected Limit

Chargino Mass (GeV)
100 105 110 115 120 125 130 135 140

 B
R

(3
l)

 (
p

b
)

!
) 

20
"#

1±
"# (

$

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

FIG. 3: Limit on σ ×BR(3!) as a function of chargino mass,
in comparison with the expectation for several SUSY scenar-
ios (see text). PDF and renormalization/factorization scale
uncertainties are shown as shaded bands.

the selection. Combining all four selections, a total back-
ground of 2.93±0.54(stat)±0.57(syst) events is expected
after all cuts, while 3 events are observed in the data.

Since no evidence for associated production of
charginos and neutralinos is observed, an upper limit
on the product of production cross section and leptonic
branching fraction σ × BR(3!) is extracted from this re-
sult. As mentioned above, information from the four se-
lections is combined using the modified frequentist ap-
proach, taking into account correlated errors. The small
fraction of signal events that is selected by more than
one selection has been assigned to the selection with the
largest signal-to-background ratio and removed from all
others.

The expected and observed limits are shown in Figs. 3
and 4 as a function of chargino mass and of the differ-
ence between chargino and slepton masses, respectively.
This result improves significantly the upper limit of about
1.5 pb set by the DØ Run I analysis [2]. Assuming the
mSUGRA-inspired mass relation mχ̃±

1

≈ mχ̃0
2
≈ 2mχ̃0

1

as well as degenerate slepton masses m!̃ (no slepton mix-
ing), the limit on σ×BR(3!) is a function of mχ̃±

1

and m!̃,
with a relatively small dependence on the other SUSY
parameters. This result can therefore be interpreted in
more general SUSY scenarios, as long as the above mass
relations are satisfied and R-parity is conserved. The lep-

We report results of a search for supersymmetry 
(SUSY) with gauge-mediated symmetry 
breaking in di-photon events...

7

Background events Expected signal events Observed events
Genuine E/T No E/T Physics Total Λ = 75 TeV Λ = 90 TeV

E/T > 30 GeV 0.97±0.12 9.62±1.12 0.19±0.07 10.8±1.1 28.3±4.2 8.7±1.3 16
E/T > 60 GeV 0.11±0.04 1.44±0.43 0.08±0.04 1.6±0.4 18.1±2.7 6.4±1.0 3

TABLE I: Numbers of background events from Wγ, W + jet, and tt̄ (Genuine E/T ), no inherent E/T (No E/T ), Zγγ → ννγγ
and Wγγ → #γγν (Physics) processes; the total number of expected background events; numbers of expected GMSB SUSY
signal events for two values of Λ; and the observed numbers of events for E/T > 30 GeV and 60 GeV. Errors are statistical and
systematic combined.

Λ, TeV mχ̃0
1
, GeV m

χ̃+
1
, GeV σLO, fb k-factor Efficiency

70 93.7 168.2 215 1.21 0.17 ± 0.03
75 101.0 182.3 148 1.20 0.18 ± 0.03
80 108.5 198.1 97.5 1.19 0.18 ± 0.03
85 115.8 212.0 65.4 1.18 0.19 ± 0.03
90 123.0 225.8 41.8 1.17 0.19 ± 0.03
95 130.2 239.7 29.5 1.16 0.20 ± 0.03
100 137.4 253.4 20.6 1.15 0.20 ± 0.03
105 144.5 267.0 14.4 1.14 0.18 ± 0.03
110 151.7 280.7 10.3 1.13 0.19 ± 0.03

TABLE II: Points on the GMSB Snowmass Slope model:
neutralino and chargino masses, cross sections predicted by
PYTHIA, k-factors, and reconstruction efficiencies with total
uncertainty.

 (TeV)!
70 75 80 85 90 95 100 105 110

 (
fb

)
"

10

210

 [GeV]
1

0
#

m

100 120 140

 [GeV]
1

+#m

180 200 220 240 260

-1
 1.1 fb$D NLO cross-section

observed limit

expected limit

" 1 ±expected limit 

" 2 ±expected limit 

FIG. 2: Predicted cross section for the Snowmass Slope model
versus Λ. The observed and expected 95% C.L. limits are
shown in solid and dash-dotted lines, respectively.
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For many experimentalists, our goal is to provide results that 
are as independent of theoretical prejudice as possible, and to 
leave the interpretation to a later stage.

Often, when several theories share a common signature, there 
exists a parametrized model for some relevant observables or 
some effective theory that can encompass several specific 
theories
‣ when these theory-relevant & theory-neutral 
representations are known, it is common to publish 
exclusion contours of these parameters

An improvement for the interpretation stage would be to 
publish the likelihood function for these (possibly several) 
parameters
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Examples of Published Likelihoods

You can find examples of 
published likelihoods in 1D

In 2-D you  just get the contours

45

80.3

80.4

80.5

150 175 200

mH [GeV]
114 300 1000

mt  [GeV]

m
W

  [
G

eV
]

68% CL

∆α

LEP1 and SLD
LEP2 and Tevatron (prel.)

0

1

2

3

4

5

6

10030 300

mH [GeV]

∆
χ2

Excluded Preliminary

∆αhad =∆α(5)

0.02758±0.00035
0.02749±0.00012
incl. low Q2 data

Theory uncertainty
mLimit = 144 GeV

Surely we can do better!

At PhyStat conference, we agreed to publish likelihood functions
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Example of Digital Publishing 

Wouter Verkerke recently demonstrated 
the ability to save the function 
in a Root file with minimal data 
necessary to reproduce likelihood 
function using RooFit/RooStats.
Can also evaluate integrals over x 
necessary for Neyman construction!
Need this for combinations, we should 
publish them to some repository!

L(x|θr, θs)
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A combination example

• Combining ‘ATLAS’ and ‘CMS’ result from persisted 
workspaces

!"#$%&'(')'*%+'!"#$%,-./$.01233/-4'5

633732809.:%'&./$.0')'(;<=%/,-./$.0-4'5

Read ATLAS
workspace

!"#$%&'(')'*%+'!"#$%,-:>01233/-4'5

633732809.:%'&:>0')'(;<=%/,-:>0-4'5

Read CMS
workspace

633?@@#/#3*'*$$A3>B#,-*$$A3>B#-C-*$$'ADEF?!G?E-C
633?2HE%/,&:>0;<(I*:/#3*,J*$$K4C&./$.0;<(I*:/#3*,J*$$K444'5

Construct
combined LH

633L23(#$%GG'9$$A3>B#,-9$$A3>B#-C-9$$-C*$$A3>B#C&./$.0;<M.2,->N#HH0-44'5

Construct
profile LH
in mHiggs

633L$3/&'>(2.>%')'./$.0;<M.2,->N#HH0-4;<(2.>%,;O1PC;Q1P4'5

./$.0;<(I*:/#3*,J*$$K4;<9$3/R*,>(2.>%44'5

:>0;<(I*:/#3*,J*$$K4;<9$3/R*,>(2.>%4CG#*%E/S$%,8T.0U%@44'5

9$$A3>B#19$3/R*,>(2.>%CG#*%A3$32,86%@44'5

Plot
Atlas,CMS,
combined
profile LH

Wouter Verkerke, NIKHEF 

>(2.>%;<T2.+,4'5'VV'2%0I$/'3*'*%W/'0$#@%
profile LH

A combination example
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‘A l ’‘Atlas’

‘CMS’

Wouter Verkerke, NIKHEF 

Combination can easily involve different experiments and different 
measurements sensitive to a common parameter.
No more reading exclusion regions off figures and reverse-engineering an 
analysis for a different model.
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Publishing Full Likelihood Maps
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It is unlikely the experiments will provide unfettered access to their 
data

‣ and the raw data is not directly useful anyways

Instead of 1-d likelihood curves or 2-d contours, the experiments 
could publish a full likelihood map of their data digitally

‣ much more useful if one is trying to combine constraints from 
several sources

One could imagine publishing likelihood map of the masses, rates, 
and branching ratios of an OSET developed with MARMOSET

‣ This provides a model-neutral and model-relevant summary of 
the data
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OSET+Transfer Functions+RooFit
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Wouter Verkerke, UCSB 

Building realistic models

– Composition (‘plug & play’)

– Convolution

g(x;m,s)m(y;a0,a1)

=

! =

g(x,y;a0,a1,s)
Possible in any PDF

No explicit support in PDF code needed

1) RooFit’s provides ability for 
compound parameterizations:

eg. mass of a particle in OSET 
is a function of fundamental 
parameters in Lagrangian

2) RooFit can perform convolution 
with an experiment’s transfer functions

Prediction via Monte Carlo Simulation

The enormous detectors are still being constructed, but we have detailed
simulations of the detectors response.

L(x|H0) =
W

W

H
µ+

µ−

⊕

The advancements in theoretical predictions, detector simulation, tracking,
calorimetry, triggering, and computing set the bar high for equivalent
advances in our statistical treatment of the data.

September 13, 2005

PhyStat2005, Oxford
Statistical Challenges of the LHC (page 6) Kyle Cranmer

Brookhaven National Laboratory

3) powerful publishing capability
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Summary

Data from the LHC is coming soon:
‣great hope that LHC will discover physics beyond the standard model

LHC analyses must cope with large backgrounds and large systematic 
uncertainties
‣ makes otherwise simple analyses relatively difficult

The theoretical landscape relevant to the LHC is vast
‣ we have never tried to tackle such a rich set of theories

● reasonable to expect new analysis strategies will be required
● a blend of theoretical, experimental, and statistical tools
● The theory/experiment interface is very important

It is an exciting time to be a particle physicist!
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